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Abstract—Virtual channels (VCs) are a popular solution for the provision of quality of service (QoS). Current interconnect standards propose 16 or even more VCs for this purpose. However, most implementations do not offer so many VCs because it is too expensive in terms of silicon area. Therefore, a reduction of the number of VCs necessary to support QoS can be very helpful in the switch design and implementation.

In this paper, we show that this number of VCs can be reduced if the system is considered as a whole rather than each element being taken separately. The scheduling decisions made at network interfaces can be easily reused at switches without significantly altering the global behavior. In this way, we obtain a noticeable reduction of silicon area, component count, and, thus, power consumption, and we can provide similar performance to a more complex architecture. We also show that this is a scalable technique, suitable for the foreseen demands of traffic.

Index Terms—Quality of Service, Switch Design, Scheduling, Virtual Channels, Clusters.

I. INTRODUCTION

The last decade has witnessed a vast increase in the variety of computing devices as well as in the number of users of those devices. In addition to the traditional desktop and laptop computers, new handheld devices like pocket PCs, personal digital assistants (PDAs), and cellular phones with multimedia capabilities have now become household names.

The information and services provided through the Internet rely on applications executed in many servers all around the world. Many of those servers were originally based on personal computers (PCs), but the huge increment in the number of users worldwide quickly led to a dramatic increment in the number of clients concurrently accessing a given server. As a result, the computing power and I/O bandwidth offered by a single processor and a few disks were not enough to provide a reasonable response time.

Clusters of PCs emerged as a cost-effective platform to run those Internet applications and provide service to hundreds or thousands of concurrent users. Many of those applications are multimedia applications, which usually present bandwidth and/or latency requirements [1]. These are known as QoS requirements.

In the next section, we will be looking at some proposals to provide QoS in clusters. Most of them incorporate 16 or even more VCs, devoting a different VC to each traffic class. This increases the switch complexity and required silicon area. Moreover, it seems that, when the technology enables it, the trend is to increase the number of ports instead of increasing the number of VCs per port [2].

In most of the recent switch designs, the buffers are the most silicon area consuming part (see [3] for a detailed design). The buffers at the ports are usually implemented with a memory space organized in logical queues. These queues consist of linked lists of packets, with pointers to manage them. Therefore, the complexity and cost of the switch heavily depend on the number of queues at the ports. For instance, the crossbar scheduler has to consider 8 times the number of queues if 8 VCs are implemented (greatly increasing the area and power consumed by this scheduler). Then, a reduction in the number of VCs (and in the required buffer space) necessary to support QoS can be very helpful in the switch design and implementation.

In this paper, we show that it is enough to use only two VCs at each switch port for the provision of QoS. One of these VCs would be used for QoS packets and the other for best-effort packets. We also explore a switch design that takes advantage of this reduction and we evaluate it with realistic traffic models. A preliminary version of this work can be found in [4].
Although using just two VCs is not a new idea, the novelty of our proposal lies in the fact that the global behavior of the network is very similar as if it had many more VCs. This is easily achieved by reusing at the switches the scheduling made at network interfaces (end-nodes).

Simulation results show that our proposal provides a very similar performance compared with a traditional architecture with many more VCs both for the QoS traffic and the best-effort traffic. Moreover, comparing our proposal with a traditional architecture with only 2 VCs, our proposal provides a significant improvement in performance for the QoS traffic, while for the best-effort traffic the traditional design is unable to provide the slightest differentiation among packets of the same VC.

The remainder of this paper is structured as follows. In the following section the related work is presented. In Section III, we present thoroughly our strategy to provide QoS support with two VCs. In sections IV and V, we study in depth the switch architecture we propose. The details on the experimental platform are presented in Section VI and the performance evaluation in Section VII. Finally, Section VIII summarizes the results of this study and identifies directions for future research.

II. RELATED WORK

The importance of network QoS is widely accepted both by the research community and the manufacturers. However, the problem is that existing networks are not so well prepared for the new demands. Implementing QoS is still a very active research topic, with multiple possible solutions competing against each other. Depending on the network architecture, different techniques have to be taken into consideration. Many research efforts are today performed around the main aspects related to QoS in different environments.

As mentioned earlier, the increasing use of the Internet and the appearance of new applications have been the dominant contributions to the need of QoS. For this reason, it is not surprising that most of the studies are focused on delivering QoS on the Internet [5], [6]. Many of the services available through the Internet are provided by applications running on clusters. Therefore, the researchers are also proposing mechanisms for providing QoS on these platforms, as we will show later.

More recently, with the advent of different types of wireless technologies, wireless devices are becoming increasingly popular for providing the users with Internet access. It is possible to transmit data with them but also voice, or executing multimedia applications for which QoS support is essential. The QoS mechanisms proposed for wired networks are not directly applicable to wireless networks, and therefore, specific approaches have been proposed [7], [8].

Therefore, QoS is a very interesting topic in network design, in all of its forms. Our proposal is focused in cluster interconnects and, thus, we focus on the work which has more relationship with the proposal in this paper. During the last decade several cluster switch designs with QoS support have been proposed. Next, we review some of the most important proposals.

Multimedia Router (MMR) [9] is an hybrid router that uses pipelined circuit switching for multimedia traffic and virtual cut-through for best-effort traffic. Pipelined circuit switching is connection-oriented and needs one VC per connection. This is the main drawback of the proposal because the number of VCs per physical link is limited by the available buffer size and there may not be enough VCs for all the possible existing connections (in the order of hundreds). Therefore, the number of multimedia flows allowed is limited by the number of VCs. Moreover, the scheduling among hundreds of VCs is a complex task.

MediaWorm [10] was proposed to provide QoS in a wormhole router. It uses a refined version of the Virtual Clock algorithm [11] to schedule the existing VCs. These VCs are divided into two groups: one for best-effort traffic and the other for real-time traffic. Several flows can share a VC, but 16 VCs are still needed to provide QoS. Moreover, it is well known that wormhole is more likely to produce congestion than virtual cut-through [12]. In [13], the authors propose a preemption mechanism to enhance MediaWorm performance, but in our view that is a rather complex solution.

InfiniBand was proposed in 1999 by some of the most important IT companies to provide present and future server systems with the required levels of reliability, availability, performance, scalability, and QoS [14]. Specifically, InfiniBand Architecture (IBA) proposes three main mechanisms to provide the applications with QoS. These are traffic segregation with service levels, the use of VCs (IBA ports can have up to 16 VCs), and the arbitration at output ports according to an arbitration table. Although IBA does not specify how these mechanisms should be used, some proposals have been made to provide applications with QoS in InfiniBand networks [15].

Finally, PCI Express Advanced Switching (AS) architecture is the natural evolution of the traditional PCI bus [16]. It defines a switch fabric architecture that supports high availability, performance, reliability, and QoS. AS ports incorporate up to 20 VCs that are scheduled according to some QoS criteria.
All the technologies studied propose a significant number of VCs to provide QoS support. However, if a great number of VCs is implemented, it would require a significant fraction of silicon area and would make packet processing slower. Moreover, in all the cases, the VCs are used to segregate the different traffic classes. Therefore, it is not possible to use the available VCs to provide other functionalities, like adaptive routing or fault tolerance, when all VCs are used to provide QoS support.

On the other hand, there have been proposals which use only two VCs in communication networks, guaranteeing bandwidth for the premium traffic and also allowing regular traffic. For instance, McKeown et al. [17] proposed a switch architecture for ATM with these characteristics. Avici TSR [18], proposed by Dally et al., is also a well-known example of this. In these cases, the network is able to segregate premium traffic from regular traffic. However, this design is limited to this classification and cannot differentiate among more categories. In the recent IEEE standards, it is recommended to consider up to seven traffic classes [19]. Therefore, although the ability to differentiate two categories is a great improvement, it could still be insufficient.

In contrast, the novelty of our proposal lies in the fact that, although we use only two VCs in the switches, the global behavior of the network is very similar to the performance obtained using many more VCs. This is because we are reusing at the switch ports the scheduling decisions performed at the network interfaces, which have as many VCs as traffic classes (8 VCs in our performance evaluation). As we will see, the network provides a differentiated service to all the traffic classes considered.

To the best of our knowledge, only Katevenis and his group have proposed something similar before [20]. The basic idea of their architecture is to map the multiple priority levels onto the two existing queues. The mapping is such that the “lower queue” usually contains packets of the top-most non-empty priority level, while the “upper queue” is usually empty, thus being available for the high-priority packets that occasionally appear to quickly bypass the lower-priority traffic packets. The operation of the system is analogous to a two-lane highway, where cars drive in one lane and overtake using the other.

This is a promising idea that could be further developed. As it is now, it presents a serious problem: the scalability. The proposal is a single switch that connects to all the line cards. However, if we need several switches, it is not trivial how to handle all the signaling between the switches and the interfaces. Moreover, the proposal is tied to a very specific switch architecture, the buffered crossbar [21]. This provides a buffer per each combination of input and outputs, which in turn solves head-of-line blocking issues. However, this demands a lot of buffer space. Moreover, if several switches are connected, HOL blocking appears again and starvation could happen.

In summary, the most important proposals to provide QoS are based on the use of VCs. Most of them use 16 VCs and those which use only two are not able to handle all the recommended traffic categories. If a large number of VCs is implemented, it would require a significant fraction of chip area and would make packet processing a more time-consuming task.

III. PROVIDING FULL QOS SUPPORT WITH ONLY TWO VCs

In [4], we have proposed a new strategy to use only two VCs at each switch port to provide QoS which achieves similar performance results to those using many more VCs. In this section, we review the need of using VCs to provide QoS, but at the same time, we justify that only two of them are enough to achieve this objective.

A. Motivation

In the following, we will analyze why supporting many VCs is not enough by itself to provide QoS. Moreover, we will see that it may have some negative effects.

In modern interconnection technologies, like InfiniBand or PCI AS, the obvious strategy to provide QoS support consists in providing each traffic class with a separate VC. Separate VCs allow the switches to schedule the traffic in such a way that packets with more priority can overtake packets with less priority. In this way, head-of-line (HOL) blocking between packets of different traffic classes is eliminated. Moreover, buffer hogging (a single traffic class taking all the available buffer space) is also avoided, since each traffic class has its own separate credit count.

However, VCs alone do not fully solve the aforementioned problems. There may be HOL blocking among the packets of a given VC if they are heading towards different destinations. This can be solved using virtual output queuing (VOQ) [18]. In this case, each input port has a queue per global destination of the network. However, this approach is generally an inefficient solution. A usual solution is to provide a separate queue per output of the switch. We will refer to this strategy as VOQSW. Although this could not solve completely the HOL blocking, it is an intermediate compromise between performance and cost. In that case, the number of queues
required at each input port would be the number of traffic classes multiplied by the number of output ports of the switch.

On the other hand, it is necessary to employ some kind of regulation on the traffic to provide strict guarantees on throughput and latency. Toward this end, a connection admission control (CAC) can guarantee that at no link the load will be higher than the available bandwidth.

Finally, providing QoS with the scheduling at switches is not enough, there must be some scheduling at the output of the network interfaces as well. Thereby, these devices also need to implement queues to separate the traffic classes.

Therefore, we can conclude that to devote a VC per traffic class at the switches is not enough to provide adequate QoS and other techniques and mechanisms are necessary. More specifically, a CAC is needed to provide QoS support, network interfaces have to implement VCs, and at least VOQ_{SW} is needed to mitigate HOL blocking and buffer hogging.

On the other hand, we have observed that once the traffic is regulated using a CAC, it flows seamlessly through the network. Congestion, if any, only happens temporarily. Therefore, regulated traffic flows with short latencies through the fabric. Given these conditions, to devote a different VC to each traffic class might be redundant. Most of the problems the additional VCs address are already solved by the rest of the mechanisms. For instance, bandwidth guarantees are achieved because the CAC assures that no link is oversubscribed and the VOQ_{SW} mitigates the HOL-blocking.

Moreover, implementing a different VC per traffic class is not usually possible because final switch implementations do not incorporate so many VCs due to the associated cost in terms of silicon area.

Finally, let us talk about buffer requirements. When using store and forward or virtual cut-through switching, the minimum buffer space that is needed to achieve maximum throughput is one packet size plus a round-trip time (RTT) of data [22]. However, depending on the characteristics of traffic, like burstiness or locality, more memory at the buffers is necessary to obtain acceptable performance.

As we have mentioned before, VCs produce a static partition of buffer memory. That means that traffic of one VC cannot use space devoted to another VC, even if it is available. For that reason, although VCs provide traffic isolation, they may degrade overall performance under bursty traffic.

At Figure 1 we can see a little experiment to illustrate this. We inject 8 service levels of bursty traffic into a network. We evaluate two alternatives, one with eight VCs (one per traffic class) and another with only two VCs. The total buffer space per port in both alternatives is the same, only the management changes\(^1\). In the plot, we see the average latency of the four top-most priority service levels. We can see that the two VC design requires only 16 Kbytes of buffer per port to achieve the best performance, while the eight-VC alternative needs as much as 128 Kbytes per port to achieve the same performance.

**B. New proposal**

Our intention is to propose a switch architecture that uses only two VCs but still achieves traffic differentiation as if more VCs were used.

Based on all the previous observations, we propose that all the regulated traffic that arrives at a switch port uses the same VC. In this way, we put most of the effort of the QoS provision on the network interfaces and in a proper CAC strategy, keeping the switches as simple as possible. Using the CAC, we achieve two goals: firstly, we can guarantee throughput. Secondly, as a consequence of the admission control, there is a bound on the latency of QoS packets. Note that the CAC and the complex network interfaces are needed anyway to provide strict QoS guarantees.

We need a second VC at the switches for unregulated traffic, which should also be supported. That VC is used by the best-effort traffic, which can suffer from congestion. In order to avoid any influence on the regulated traffic, we give the latter absolute priority over best-effort traffic. Using just two VCs at the switches and provided that there is regulation in the traffic, we will obtain very similar performance as if we were employing many more VCs.

At the end-points, there are schedulers that take into account the QoS requirements of traffic classes.

---

\(^1\) Packet size is tuned so there is always one packet size plus a RTT of buffer per VC. On the other hand, latency results are at message level, which in all the cases involves several packets.
Therefore, packets leaving the interfaces are ordered by the interface’s scheduler. If packet \( i \) leaves earlier than packet \( i + 1 \), it is because it was the best decision (with this scheduling strategy) to satisfy the QoS requirements of both packets, even if packet \( i + 1 \) was not at the interface when packet \( i \) left. Therefore, we can assume that the order in which packets leave the interfaces is correct.

For the purposes of the switches, it is safe to assume that in all the cases packet \( i \) has more priority than packet \( i + 1 \). In this case, the switch is receiving at its input ports ordered flows of packets. Now, its task is analogous to the sorting algorithm: it inspects the first packet at each flow and chooses the one with the highest priority, building another ordered flow of packets.

Note that what “priority” means will depend on the actual scheduling at the network interfaces. For instance, if absolute priority between traffic classes is applied, then the scheduler at the switches has to consider the original priority of the packets at the head of the queues, instead of just whether they are regulated traffic or not. If, for instance, the switch has four ports, the scheduler looks at the first packet of the four buffers and chooses the one with the highest priority. This is not very complex because very efficient priority encoder circuits have been proposed [23]. Note that this cannot lead to starvation on the regulated traffic because the CAC assures that there is enough bandwidth for all the regulated flows.

Thereby, by using this scheduler, the switches achieve some reutilization of the scheduling decisions made at network interfaces. This is because the order of the incoming messages is respected, but at the same time, the switches merge the flows to produce a correct order at the output ports. Note that a different scheduler, like round-robin or iSLIP, would not merge the packets in the best way and the latency of the packets with the highest priority would be affected.

A drawback of our technique is that the switches are not able to reschedule traffic as freely as they would be with a technique where a different VC for each traffic class were implemented. This problem is attenuated by the connection admission, because connections are only allowed if we can satisfy their bandwidth and latency requirements all along the path of packets. That means that the connections are established as if all the VCs were implemented at the switches and there were also the same schedulers as in the switches with all the VCs. In this way, we ensure that the required QoS load is feasible. We will not obtain exactly the same performance, but it will be very similar.

On the other hand, the best-effort traffic classes only receive coarse-grain QoS, since they are not regulated. However, the interfaces are still able to assign the available bandwidth to the highest priority best-effort traffic classes and, therefore, some differentiation is achieved among them. If stricter guarantees were needed by a particular best-effort flow, it should be classified as QoS traffic. Therefore, although best-effort traffic can obtain a better performance using more VCs, the results do not justify the higher expenses.

Note that this proposal does not aim at achieving a higher performance but, instead, at drastically reducing buffer requirements while achieving similar performance and behavior of systems with many more VCs. In this way, a complete QoS support can be implemented at an affordable cost.

Summing up, our proposal consists in reducing the number of VCs at each switch port needed to provide flows with QoS. Instead of having a VC per traffic class, we propose to use only two VCs at switches: one for QoS packets and another for best-effort packets. In order for this strategy to work, we guarantee that there is no link oversubscribed for QoS traffic by using a CAC strategy.

IV. SWITCH ARCHITECTURE

In this section, we describe thoroughly the proposed switch architecture. We study a 16 port, single-chip, virtual cut-through switch intended for clusters/SANs and for a 8 Gb/s line rate. We assume QoS support for distinguishing two traffic categories: QoS-requiring and best-effort traffic. Credit-based flow control is used to avoid buffer overflow at the neighbor switches and network interfaces. For the rest of the design constraints, like packet size, routing, etc. we take PCI AS [16] as a reference model.

The block diagram in Figure 2 (a) shows the switch organization. We consider a combined input/output queued (CIOQ) switch because it offers line rate scalability and good performance [24]. Moreover, it can be efficiently implemented in a single chip. This is necessary in order to offer the low cut-through latencies demanded by current applications. Moreover, this also allows to provide some internal speed-up, without the need of faster external links.

In the CIOQ architecture, output conflicts (several packets requesting the same output) are resolved by buffering the packets at the switch input ports. Packets are transferred to the switch outputs through a cross-bar whose configuration is synchronously updated by a central scheduler. To cope with the inefficiencies of the scheduler and packet segmentation overheads², the

²Crossbars inherently operate on fixed size cells and thus external packets are traditionally converted to such internal cells.
crossbar core operates faster than the external lines (internal speed-up). Thus, output buffers are needed, resulting in the CIOQ architecture. In this architecture, the memory access rate needed (including input and output accesses) is \((S + 1) \times L\), where \(L\) is the external line rate and \(S\) is the speed-up factor (1 means no speed-up).

By contrast, the required memory access rate is \((N + 1) \times L\) for output queuing architecture and \((N + N) \times L\) for shared memory switches, where \(N\) is the number of switch ports. These access rates make these architectures less adequate for our design with the performance and technology we are aiming at. On the other hand, the buffered crossbar architecture has good performance and the memory access rate matches the line rate. However, with the technologies we are considering, it would be expensive to implement the required buffer space at the crosspoints. Detailed information on these alternative architectures can be found in [22], [25].

The organization that we propose for a switch input port can be seen in Figure 2 (b). There are only two VCs: VC 0 is intended for QoS traffic, while VC 1 is intended for best-effort traffic. Each VC is further dynamically divided into 16 queues, which correspond to each switch output port. These are logical queues which share the same physical memory and implement virtual output queuing (VOQ) at the switch level [26].

The output ports of the switch are simpler: there are only three queues, one per VC plus one for the outgoing credits. These queues, although sharing the same memory, are implemented in a static partition of the memory. Since this design is intended for a network with multiple switches, some head of line blocking [27] may appear on the VC 1 (best-effort traffic), although it would only affect the non-regulated traffic classes. Note that congestion in VC 0 (QoS-requiring traffic) is avoided by the CAC.

In the evaluation section, we will use weighted round-robin for the end-nodes. In this case, the best way to schedule our switches is the following. There is a strict precedence of VC 0 (QoS traffic) over VC 1 (best-effort traffic). Among the queues inside each VC, a simple FIFO algorithm is applied. The scheduling algorithm is very similar to iSLIP [28]. However, iSLIP was proposed as a cell-mode scheduler: external packets are split into fixed size internal cells which are scheduled ignoring which cell belongs to which packet. In that case, packet reassembly is required at the switch output, and cut-through cannot be used. Since we want to provide virtual cut-through switching, our scheduling decisions are made for whole packets (packet-mode scheduling [29]). In this way, once a packet is selected by the scheduler, the crossbar connection is kept until all cells of the packet have been delivered to the output. This allows the output port to start transmitting the packet on the line as soon as the first cell of the packet arrives at the switch output.

V. DESIGN EVALUATION

In the following, we study the silicon area, the power consumption, and the expected cut-through latency of the switch architecture proposed in the previous section. We consider 0.18 \(\mu m\) and 0.13 \(\mu m\) technologies, because they are popular in interconnection components and plenty of information is available.

A. Silicon area

In order to find out the area requirements of this design, we consider the individual components of the switch core. These are the buffers, the crossbar and the scheduler. Table I shows area estimates for each module.

The internal clock of the system is 250 MHz and the datapath is 64 bits wide. This provides a crossbar speed of 16 Gbit/s, which is twice the speed of the external links. That means there is an internal speed-up of 2.0.
TABLE I

<table>
<thead>
<tr>
<th>Module</th>
<th>T. 0.18 µm</th>
<th>T. 0.13 µm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buffers (32 × 16 KB)</td>
<td>64 mm²</td>
<td>32 mm²</td>
</tr>
<tr>
<td>Crossbar and datapath</td>
<td>10 mm²</td>
<td>5 mm²</td>
</tr>
<tr>
<td>Scheduler</td>
<td>5 mm²</td>
<td>3 mm²</td>
</tr>
<tr>
<td>Total</td>
<td>79 mm²</td>
<td>40 mm²</td>
</tr>
</tbody>
</table>

The number of buffers at the switch comes from 16 ports per input and output. We chose 16 Kbytes per port (which are shared between the two VCs, 8 Kbytes each) as a compromise between silicon area and performance. The memory area estimates are based on datasheets of typical ASIC technologies available to European Universities. The crossbar and datapath estimates come from the actual numbers of the switch design in [3]. Finally, we base our estimates for the scheduler area on the data provided by McKeown in [28].

Note that usually there is not a full utilization of the available area in an ASIC design [30] and, therefore, the final chip would be larger. In order to find out more accurate estimates, all the design flow should be performed. However, these area estimates are very helpful to compare the alternative architectures.

B. Power consumption

In order to figure out the power consumed by this design, we follow a similar methodology to that of the previous section: we will analyze the power consumption of each individual component. Note that power consumption heavily depends on the activity of the different components and, therefore, on the load of the system. In the following, we consider worst-case power consumption.

TABLE II

<table>
<thead>
<tr>
<th>Module</th>
<th>T. 0.18 µm</th>
<th>T. 0.13 µm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transceivers</td>
<td>9.0 Watt</td>
<td>6.4 Watt</td>
</tr>
<tr>
<td>Buffers</td>
<td>4.0 Watt</td>
<td>2.6 Watt</td>
</tr>
<tr>
<td>Crossbar and datapath</td>
<td>3.0 Watt</td>
<td>1.8 Watt</td>
</tr>
<tr>
<td>Scheduler</td>
<td>0.9 Watt</td>
<td>0.5 Watt</td>
</tr>
<tr>
<td>Total</td>
<td>16.9 Watt</td>
<td>11.3 Watt</td>
</tr>
</tbody>
</table>

In Table II, we see the estimates for the different elements (since these are estimates, we round the results to one decimal). Serializer-Deserializer circuits (also known as transceivers) are the most power consuming part of the switch [2]. According to [31], the transceivers consume 175 mW per 2.5 Gb/s of full duplex bandwidth, in 0.18 µm technology. The figure drops to 125 mW in 0.13 µm technology. As our switch design provides an aggregate throughput of 128 Gb/s, we obtain the results shown at Table II.

We also consider power consumed by the memory at the ports. The worst case would happen when all the memory ports are accessed simultaneously. The buffers that we assume (250 MHz, 64 bits wide, two access ports) typically consume 0.5 mW per MHz in 0.18 µm and 0.32 mW per MHz in 0.13 µm.

For the crossbar and datapath, and for the scheduler, we obtain our numbers from the theoretical study in [32], using the appropriate parameters for the equations in [33]. Moreover, we have compared these figures with those in [3], confirming that the results are quite reasonable.

C. Cut-through latency

Finally, we calculate the expected delay of the header of a packet crossing our switch. We assume a pipelined design of the switch, as is usually the case in current high performance switches. The stages of our design to process a message are:

- Header decoding/Routing/VC allocation. Routing is very quick since we use source routing (as in PCI AS). We can assume that this is partially performed in conjunction with the next stage.
- Block allocation. Since we are using dynamic queues, blocks at the memory of the input ports must be allocated for the incoming data. This allocation involves the management of linked lists of these blocks. For a detailed description of these algorithms, consult [22], [25].
- Writing and scheduling. Scheduling of a block can take place in parallel with its storage at the input buffer.
- Crossbar traversal. This operation consists in transferring the blocks through the crossbar to the output buffers.
- Output scheduling. Since there are two queues at output ports, some scheduling is needed. VC 0 and VC 1 statically share the memory space at the outputs to avoid buffer hogging. In addition to these VCs, there is a third queue for the outgoing credits, since we assume that there are no special lines for flow control.

We can see in Figure 3 the stages of processing a message. The first and the last operations are performed very quickly, while the operations in the shaded box have to process whole blocks of 64 bytes. These three
block-size operations form the pipeline stages. Taking this into account, our switch model differs from other canonical models [34], [35] in the output buffering and the corresponding scheduling.

The latency of the first operation would be 1 cycle, which translates to 4 ns. The time to process a block of 64 bytes with a clock cycle of 4 ns and with a datapath of 64 bits would be 32 ns. The latency of the three stages operating over these blocks is $3 \times 32 = 96$ ns. Finally, the output scheduling could also be performed in a single cycle, since very efficient priority encoder circuits have been proposed [23]. Therefore, the total latency would be $4 + 96 + 4 = 104$ ns. In addition to this, the latency of the transceiver should be added. This would depend on the specific circuit used, but in [36] there is a very detailed timing analysis of one that would take around 40 ns; a complete implementation process would be necessary for more accurate delays.

Finally, we have confirmed these results using the theoretical analysis in [35], which is itself based on the theory of logical effort [37]. This theory provides a simple and broadly applicable method for estimating the delay of high-speed integrated circuits. The results we obtain in this way are in the same order of magnitude of the 104 ns value.

D. Final remarks

In conclusion, our design is feasible with the current technology. Note that if we were to implement a full number of VCs, like it is proposed in the specifications of PCI AS or InfiniBand, then much more buffer space per port would be needed: each VC should have an amount of memory proportional to the round trip time (RTT). With the trend of increasing RTT and line rate [2], this amount would be large and, therefore, the number of ports of the switch would have to be reduced to keep within reasonable limits of area, power, and latency. Note that, as technology improves, this problem persists: less ports can be implemented in the chip if a lot of VCs/buffer are needed at each port.

After this hardware characteristics study, we proceed to examine, through simulation, the performance of this switch architecture in the following section.

VI. Simulation conditions

In this section, we will explain the simulated network architecture. We will also give details on the parameters of the network and the load used for the evaluation.

A. Simulated architecture

We have performed the tests considering four cases. First, we have tested the performance of our proposal, which uses 2 VCs at each switch port (the network interfaces still use 8 VCs). There are two variants of this proposal, depending on the number of ports of the switches. We have evaluated 32 Kbytes/port and 16 ports/switch, and 64 Kbytes/port and 8 ports/switch. In both cases, the total buffer memory in the switch is the same. These cases are noted New 2 VCs-P (more ports) and New 2 VCs-B (larger buffers).

We have also performed tests with switches using 8 VCs (as many VCs as traffic classes). In this case, it is referred to in the figures as Traditional 8 VCs. However, we have also included the same two variants as with our proposal. Therefore, we have Traditional 8 VC-P (32 Kbytes/port and 16 ports/switch) and Traditional 8 VC-B (64 Kbytes/port and 8 ports/switch). These switches have the same memory per port as their 2 VC counterparts. Therefore, the four switch models would use the same total memory and roughly the same silicon area. Note that, actually, Traditional 8 VC cases are more complex and would take higher delays, but this is not taken into account in our performance evaluation for the sake of clarity.

In this paper we have not shown results of traditional 2 VC architectures, with only 2 VCs at the end-nodes and the switches. There are results in [4] that show that these architectures behave very poorly if more that 2 traffic classes are used.
The network used to test the proposals is a butterfly multi-stage interconnection network (MIN) with 64 endpoints. The actual topology is a folded (bidirectional) perfect-shuffle. We have chosen a MIN because it is a usual topology for clusters. However, our proposals are valid for any network topology, including both direct networks and MINs.

The network interfaces have the same structure as the output ports of their switch counterparts, with some variations: they implement the full number of VCs in all the cases (including the New 2 VC cases), there is a queue per end-point and VC combination, and the length of those host-interface queues is infinite, to simulate the large buffers at these devices.

Our proposal is based on reusing the scheduling performed at network interfaces. We have to configure them properly to achieve the desired results. Depending on the scheduler used at the interfaces, the results will vary. In [4] we used absolute priorities among 8 traffic classes. We also guaranteed throughput by using a CAC. In this paper we show a different set of results, based on weighted round-robin scheduling [38] similar to the proposals of InfiniBand and PCI AS. However, note that our proposal of simplifying the switch ports, reusing the decisions taken in the network interfaces, is independent of the specific scheduling algorithm used at the output of these interfaces.

How to configure this scheduler is out of the scope of this paper. We followed the methodology at [15]. In this way, we can provide similar throughput and latency guarantees to that of the aforementioned standards.

The CAC we have implemented for QoS-requiring traffic is a simple one, based on average bandwidth. Each connection is assigned a path where enough bandwidth is assured. The CAC guarantees that less than 70% of bandwidth is used by QoS traffic at any link. The other 30% of available bandwidth will be used by non-regulated traffic. We also use a load-balancing mechanism when a QoS connection is established, which consists in assigning the least occupied route among the possible paths.

To build the 64-port MIN, we need 48 switches and 192 links with the 8 port architectures. The final cost of the interconnect greatly depends on the number of switches used, while the power consumption comes mostly from the transceivers needed to drive the links, and thus, depends on the actual number of links [39].

On the other hand, the 16 port designs would implement more ports in the chip by reducing the amount of buffer space per port. Note that using these switch models, it takes just 16 switches (67% less than the Traditional 8 VC-B case) and 128 links (33% less than the Traditional 8 VC-B case) to build the 64 ports MIN. This greatly reduces the cost and power-consumption of the network.

B. Traffic model

Table III presents the characteristics of the traffic injected in the network. We have considered the traffic classes (TCs) defined by the IEEE standard 802.1D-2004 [19] at the Annex G, which are generally accepted for interconnection networks. However, we have added an eighth TC, Preferential Best-effort, with a priority between Excellent-effort and Best-effort. In this way, the workload is composed of 8 different TCs: four QoS TCs and four best-effort TCs.

<table>
<thead>
<tr>
<th>Name</th>
<th>% BW</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network Control</td>
<td>1.0</td>
<td>self-similar</td>
</tr>
<tr>
<td>Audio</td>
<td>16.33</td>
<td>CBR 64 KB/s conns.</td>
</tr>
<tr>
<td>Video</td>
<td>16.33</td>
<td>750 KB/s MPEG-4</td>
</tr>
<tr>
<td>Controlled Load</td>
<td>16.33</td>
<td>CBR 1 MB/s conns.</td>
</tr>
<tr>
<td>Excellent-effort</td>
<td>12.5</td>
<td>self-similar</td>
</tr>
<tr>
<td>Pref. Best-effort</td>
<td>12.5</td>
<td>self-similar</td>
</tr>
<tr>
<td>Best-effort</td>
<td>12.5</td>
<td>self-similar</td>
</tr>
<tr>
<td>Background</td>
<td>12.5</td>
<td>self-similar</td>
</tr>
</tbody>
</table>

The proportion of each category has been chosen to provide meaningful results. Our intention is to lead the network to a situation where the different TCs have to compete for limited resources. We also want to have diversity between the sources, combining different packet sizes and different traffic distributions, that is, constant bit rate (CBR) flows combined with variable bit rate (VBR) flows. It is possible that this mix of traffic is not actually present in a real-life cluster, but it serves perfectly to show the advantages of the different architectures we are testing.

Real-life packet destinations are not uniformly distributed; rather, traffic tends to be focused on preferred or popular destinations. This being so, a flexible destination distribution model based on Zipf’s law has been proposed [40]. Therefore, the destination pattern we have used is based on Zipf’s law [41], as recommended in [42]. Zipf’s law states the frequency of occurrence of certain events, as a function of the rank. In this way, the probability that an arriving packet is heading toward a destination with rank \(i\) is given by Equation 1, where \(i\) is the rank of packet destination, \(k\) is the Zipf order and \(N\) is the number of addresses.

\[
\text{Prob}(i) = \frac{1}{i^k}
\]
In this way, the traffic is not uniformly distributed, but, instead, for each TC and input port a ranking is established among all the possible destinations. Therefore, there will be destinations with a higher chance of being elected by a group of flows, where this probability is obtained with the aforementioned Zipf’s law. The global effect is a potential full utilization of the network, but with a reduced performance compared with a uniform distribution. If the Zipf order \( k \) is fixed to 0, then the destination distribution would be uniform. On the other hand, experimental research [40] has found that the value of \( k = 1 \) is the closest to real traffic.

In our tests, the packets are generated according to different distributions, as can be seen in Table III. Audio, Video, and Controlled Load traffic are composed of point-to-point connections of the given bandwidth. Note that Audio traffic models both the audio part of the video transmissions and plain audio connections.

The self-similar traffic is composed of bursts of packets heading to the same destination. In that case, the packets’ sizes are governed by a Pareto distribution, as recommended in [43]. In this way, many small size packets are generated, with an occasional large size packet. The periods between bursts are modelled with a Poisson distribution. With this distribution, if the burst size is long (60 packets, approximately 10 Kbytes), there is a lot of temporal and spatial locality and should show worst-case behavior because at a given moment, many packets are grouped going to the same destination. The length of the bursts will be noted as the \( B \) parameter in the figures.

\[
\text{Zipf}(i) = \frac{i^{-k}}{N} \sum_{j=1}^{N} j^{-k}
\]

In the following, we will see several experiments. Firstly, we evaluate an initial scenario where the input QoS load is equal to the best-effort load. Afterwards, we will study which amount of QoS traffic can be allowed at each architecture before its performance is unacceptable. We consider QoS performance to be unacceptable when the bandwidth and maximum latency requirements are not achieved. Finally, we vary the size of the network, from 64 to 512 end-nodes, to study the scalability of our proposal.

A. Initial scenario

In this scenario, there is the same proportion of QoS traffic as best-effort traffic. We first study the results of QoS traffic. In Figure 4, we show the performance of Network Control traffic. This TC demands very little bandwidth but a latency as short as possible. In this case, average results are very similar using our proposal, compared with their traditional counterparts. That is, the New 2VC-B case behaves like the Traditional 8VC-B case, and the same happens with the New 2VC-P and Traditional 8VC-P cases. On the other hand, maximum latency is increased, for Network Control, approximately 50%. Note that maximum latencies are still acceptable in all the cases.

Fig. 4. Results for Network Control traffic.
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In this scenario, there is the same proportion of QoS traffic as best-effort traffic. We first study the results of QoS traffic. In Figure 4, we show the performance of Network Control traffic. This TC demands very little bandwidth but a latency as short as possible. In this case, average results are very similar using our proposal, compared with their traditional counterparts. That is, the New 2VC-B case behaves like the Traditional 8VC-B case, and the same happens with the New 2VC-P and Traditional 8VC-P cases. On the other hand, maximum latency is increased, for Network Control, approximately 50%. Note that maximum latencies are still acceptable in all the cases.

Fig. 5. Results for Audio traffic.
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Figure 5 shows the performance of Audio traffic for the four cases of study. The latency results are almost the same when using our New 2VC proposals, compared with the Traditional 8VC cases. This is true for both average and maximum latency, and for jitter as well.

The Video traffic is very bursty, since it involves the transmission of large video frames (around 40 Kbytes). This characteristic increases the latency and jitter results compared with the Audio traffic performance for all the architectures studied as can be seen in Figure 6. However, note that even in this case, our proposal offers results very similar to those of the Traditional 8 VCs architectures.

The three architectures we are studying also offer 100% throughput to the Controlled Load traffic (Figure 7) due to the CAC. Although this is the unique requirement of this TC, note that also in this case our proposals behave very similar to their counterparts with 8 VCs.

Regarding the best-effort TCs, results are almost the same in the four cases. However, we can see at Figure 8 that maximum throughput is achieved with the New 2VC-B architecture while the worst results correspond to the Traditional 8VC-P case. This is because buffer memory can be used more efficiently when it is only splitted in 2 VCs instead of 8 VCs.

We can conclude at this point that the four studied architectures offer similar performance: 8 VC architectures have some advantage on the latency of Network Control traffic due to their better traffic isolation, whereas 2 VC architectures reduce the number of VCs required and increase global throughput due to the improved buffer management.

B. QoS traffic acceptance

In this section we evaluate which amount of QoS traffic can be accepted by each architecture before QoS requirements are not satisfied. In this section we do not use the limitation of 70% maximum load of the links when establishing connections.

In this scenario we vary the proportion of QoS traffic, from 10% to 90% of the total available network load. We fill in the remaining bandwidth with best effort traffic. Therefore, input links are injecting at 100% of their capacity. We can see that the different TCs saturate at different points when using the four architectures. In this way, QoS requirements are satisfied only up to a certain level of QoS traffic load. We consider that acceptable maximum latency for Network Control and Audio is 500 µs, while for Video is 1000 µs, as recommended in [1].

We can observe in Figure 9 the maximum latency results. On the other hand, we find throughput results in Figure 10. We can see at Table IV which is the maximum QoS load at which the different architectures yield acceptable results. For instance, performance of Audio traffic with the architecture Traditional 8VC-P is only acceptable up to a QoS load of 70%. If more QoS traffic were injected, it would cause the maximum latency bound to be trapsed.
The last row of the table contains the minimum of the column, which means the maximum QoS load where all the QoS requirements can be satisfied. We can see that both architectures using our proposal can accept up to 80% of QoS traffic, whereas the Traditional 8VC-P and Traditional 8VC-B cases can only accept 70% and 60%, respectively. This is because of the buffer management efficiency issue we have discussed before.

Taking into account these results, our proposal is able to cope with more QoS traffic while keeping QoS guarantees. This is due to a more flexible buffer management. We also conclude that the New 2VC-P architecture is better than the New 2VC-B because performance is similar but the first greatly reduces component count.

### C. Scalability and power consumption

To finish with the experiments, we perform a scalability study. We observe the results of varying network size from 64 to 512 end-nodes. In addition to the performance of the network, we analyze the power consumption at each configuration.

In Figure 11, we show the scalability of the four cases studied attending to different parameters. Global

![Fig. 11. Scalability of our proposal.](image-url)
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**TABLE IV**

<table>
<thead>
<tr>
<th>Traffic Class</th>
<th>Trad. 8VC-P</th>
<th>Trad. 8VC-B</th>
<th>New 2VC-P</th>
<th>New 2VC-B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network Control</td>
<td>90%</td>
<td>90%</td>
<td>80%</td>
<td>90%</td>
</tr>
<tr>
<td>Audio</td>
<td>80%</td>
<td>80%</td>
<td>80%</td>
<td>80%</td>
</tr>
<tr>
<td>Video</td>
<td>80%</td>
<td>90%</td>
<td>90%</td>
<td>90%</td>
</tr>
<tr>
<td>Controlled Load</td>
<td>60%</td>
<td>70%</td>
<td>80%</td>
<td>90%</td>
</tr>
<tr>
<td>All QoS</td>
<td>60%</td>
<td>70%</td>
<td>80%</td>
<td>80%</td>
</tr>
</tbody>
</table>
throughput is very similar in the four cases, although our New 2VC-B architecture offers better results due to buffer design. Regarding latency of Network Control traffic, the most delay-sensitive TC of all studied, it scales well both in terms of average and maximum latency for the four architectures.

Figure 12 summarizes the trade-offs of using our New 2VC-P proposal against Traditional 8VC-B case. As can be seen, there is a very noticeable reduction in chip\(^3\) and link counts and, therefore, in the associated power consumption of the interconnection network. This is due to the extra ports in New 2VC-P switches. Note that Traditional 8VC-P switches, offer much worse performance than New 2VC-P switches, as we have seen in the previous section.

According to these results, we can conclude that our proposal can provide an adequate QoS performance. Using our switches, we greatly decrease the cost and power-consumption of the interconnection with excellent performance.

VIII. CONCLUSIONS

In [4], we presented briefly our proposal that consists in making the network elements cooperate, building together ordered flows of packets. Consequently, the switches try to respect the order in which packets arrive at the switch ports, which is probably correct. This allows a drastic reduction in the number of VCs required for QoS purposes at each switch port.

This study has shown that it is possible to achieve a more than acceptable QoS performance with only two VCs. We reuse at the switches the scheduling decisions made at the network interfaces. This VC reduction opens up the possibility of using the remaining VCs for other concerns, like adaptive routing or fault tolerance. Furthermore, it is also possible to reduce the number of VCs supported at the switches, thereby simplifying the design, or increasing the number of ports.

We have proposed a switch design which benefits from that proposal. We have examined its feasibility as a single-chip switch and the hardware constraints that would have. We also have compared, through simulation, the performance of this design with that of more traditional architectures. The proposed design outperforms the traditional design in overall throughput, due to better buffer utilization, while lagging behind in some latency results, because an 8 VC switch can do a better job in preserving packet ordering than a 2 VC switch. We believe this is an advantageous trade-off, as we have seen in the performance evaluation.

Finally, in this paper we have also shown that our proposal is able to scale properly. The results with large network sizes are almost as good as with smaller networks and the difference keeps constant. We have also examined the power consumption for different interconnects, ranging from 64 to 512 end nodes. For all of them, we cut half of the power consumed by the interconnect.

We are currently examining a number of possible extensions to the work here presented. We are preparing a study on more complex switch models that can benefit from our proposal, such as switches using EDF arbitration. We also intend to use this technique in other environments, like Internet routers or networks on chip.
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