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Abstract—Multiple-Input-Multiple-Output (MIMO) radars have been shown to improve target detection for surveillance applications thanks to their proven high performance properties. In this paper, the design, implementation and results of a complete three-dimensional (3D) imaging Frequency Modulated Continuous Wave (FMCW) MIMO Radar demonstrator are presented. The radar sensor working frequency range spans between 16 GHz and 17 GHz and the proposed solution is based on a 24 transmitters and 24 receivers MIMO radar architecture, implemented by time division multiplexing (TDM) of the transmit signals. A modular approach based on conventional low cost Printed Circuit Boards (PCB) is used for the transmit and receive system. Using digital beam-forming (DBF) algorithms and radar processing techniques on the received signals, a high resolution 3D sensing of the range, azimuth and elevation can be calculated. With the current antenna configuration, an angular resolution of 2.9° can be reached. Furthermore, by taking advantage of the 1 GHz bandwidth of the system, a range resolution of 0.5 m is achieved. The radio-frequency (RF) front-end, digital system and radar signal processing units are here presented. The medium range surveillance potential and the high resolution capabilities of the MIMO radar are proven with results in the form of radar images captured from on the field measurements.

Index Terms—Multiple-input-multiple-output (MIMO), Radar, Frequency Modulated Continuous Wave (FMCW), Time Domain Multiplexing (TDM), three-dimensional (3D), Digital Beam-Forming (DBF), Printed Circuit Boards (PCB).

I. INTRODUCTION

Imaging radar systems are crucial solutions for detection, tracking and classification of targets in airborne, surveillance and ground based applications. This is mainly due to their high performance under various weather conditions, material penetration properties and usability at day and night, compared to other sensors, such as lasers and cameras based systems. Different imaging radar solutions exist. Mechanically steered radars are usually complex systems because of their physically moving components and long term reliability is often compromised. Synthetic aperture radars (SAR) are a good solution that uses the motion of the radar antenna over a targeted region [1]. This leads to a finer cross-range resolution, but there is a need for a continuously moving platform. Radars need a large effective aperture of the antennas in order to achieve a high resolution. This can be achieved in classical phased array radars [2], with a high number of elements along the transmit and receive paths, which tends to be a relatively large, complex and expensive approach.

Better performance can be achieved by utilizing a MIMO architecture [3],[4]. In a MIMO system, orthogonal signals are emitted from the transmit antennas and jointly processed at the receivers. The signal orthogonality can, for example, be established in time-domain by employing a TDM scheme switching between the transmit antenna elements. The typical scheme, usually a round-robin structure, consists in activating only one transmit antenna element at a time, starting from the first one and then progressively sweeping through all. Upon reaching the last antenna element, the scheme is repeated from the beginning. In particular, this allows the calculation of amplitude and phase relationships of a large number of points in space, which is the result of multiplication of the number of transmit by the number of receive elements. These points form the elements of the virtual antenna array.

The MIMO principle together with an appropriate antenna array arrangement enables an improvement in the cross-resolution by an artificial increase of the antenna aperture with the so called virtual array concept. Therefore, in combination with a signal with a large bandwidth, which determines the resulting resolution in the range direction, high-resolution 3D images of the captured scenario can be achieved in a smaller sized radar. The applications that our 3D imaging
MIMO radar demonstrator is intended for, are the ground based surveillance of stationary wide-zones and high security or hazardous infrastructures like chemical and nuclear plants, fuel transmission and energy pipelines and, more in general, applications in remote areas where a portable platform is highly desired.

Several MIMO radars have been proposed [5]-[17], nevertheless literature shows that a 1 GHz broadband system as the one proposed here, has been achieved only by few, namely in [5], [13], [14] and [15] with a bandwidth of 8 GHz, 1 GHz, 1 GHz and 1 GHz, respectively. A 2D MIMO array granting the ability to reconstruct 3D images with both azimuth and elevation information has been accomplished in a full imaging demonstrator only in [5] and [16]. However, these solutions are only suitable for short range applications, i.e. for distances up to 20 meters or less, which are not targeted in this work.

In this paper, a complete 3D MIMO imaging radar demonstrator which operates with a 24x24 MIMO 2D antenna array configuration is presented. A complete system integration of the RF frontend, the digital system and the software architecture for digital signal processing has been accomplished. Additionally, the demonstrator has been designed to be compact and portable by including its own power unit and cooling system. Moreover, the radar system is intended to be flexible as much in its hardware as it is in its software. A modular approach based on conventional low cost PCB is used for the transmit and receive boards. This modular approach is based on RF multilayer panels with integrated antennas, that are easily stackable in a sandwich configuration. This grants the possibility to vary the number of antennas by removing or adding panels, thus varying the angular resolution and the size of the radar, until the desired values are reached. From the software side, the FMCW radar signal parameters can easily be adapted in order to create complete 3D images or only cuts of the complete data for faster radar processing times. The measured radar sensor working frequency range spans between 15 GHz and 17.5 GHz with FMCW signals having an operational bandwidth of 1 GHz [10],[11]. The system is flexible, compact and portable, thus a new range of applications can be explored.

The system architecture of the radar system is presented in the following sections together with an in depth description, measurements and pictures of the RF front-end components. Furthermore, a detailed description of the implemented digital system, the radar signal processing and the image reconstruction techniques is provided. Finally, radar measurements and images taken from a real test scenario are shown together with a comprehensive evaluation of the radar’s performance and its
target detection capabilities.

II. SYSTEM ARCHITECTURE

The top-level system structure of the built MIMO radar demonstrator is presented in the form of a block diagram in Fig. 1. Here, the two main building blocks can be seen: the RF frontend and the digital system. In a FMCW radar, operating with a TDM architecture, a sine carrier is swept across the radar bandwidth and sequentially sent through the different transmit antennas. After receiving the chirp signals from the receive antennas, the receivers down-convert the received signal by means of mixing with the transmit chirp signal, so that the signal runtime differences from different reflectors in the scenery translate into different so-called beat frequencies. These signals are then sampled and processed in order to generate 3D radar images of the captured scenario. The chirps used in this MIMO radar demonstrator are signals which frequency increases (up-chirps) with time from 16 GHz to 17 GHz, in 100 μs.

The RF front-end system is the essence of the transmit and receive signals analog operations. It consists of the transmit boards, the receive boards, the transmit and receive antenna arrays and the FMCW Signal Distribution (SD) board. The FMCW SD board provides the chirp signals that are used for transmission and the reference signals for the de-ramp mixing technique used in our radar, where the mixing occurs between the received chirp signals at the RX array and the transmitted chirp replica coming from the FMCW SD board. The comprehensive description of the RF frontend is given in Section III.

The signal processing is at the core of the digital system, which consists of a system processing program on a laptop for radar control and radar signal processing, a combined Direct Digital Synthesizer (DDS) and Phase-Locked Loop (PLL) system for the generation of the configurable transmit waveforms and three Field Programmable Gate Array (FPGA) cards with ADC units for parallel hardware-based signal acquisition, radar signal processing and radar image generation. A complete description of the digital system will be given in Section IV. A graphic Human-Machine Interface (HMI) on the system processing workstation sends the signal generation parameters to the DDS and PLL element and the generated FMCW signals are distributed by the FMCW SD board to the transmitter boards and antennas. The control unit selects individual transmit antenna elements in order to apply TDM. The signals reflected from the targets are received through the receiver antennas with multiple receive paths and are processed in parallel in the digital unit. The pre-processed data is then sent back to the offline software based radar signal processing functions on the workstation that apply digital beam-forming techniques to generate the final radar images.

III. THE RF FRONTEND

The focus of this section is on the RF front-end. The hardware was optimized for a frequency range of 16 GHz to 17 GHz, which is allocated in Germany for non-navigational radio-location services.

A. MIMO Array Configuration

The presented MIMO radar consist of two sets of multiple transmit (TX) and receive (RX) antennas. Orthogonality between the transmitted signals of the channels is obtained through the use of a TDM architecture of the transmitters. The equivalent virtual array can be calculated as the discrete convolution of the overall RX and TX element positions.

In this work, the fabricated antenna elements are based on Tapered Slot Antennas (TSA) [18]. Fig. 2 depicts the positions of the antennas’ phase centers and the corresponding MIMO virtual array. RX elements (in red) and TX elements (in blue) are placed forming a rectangle. In this manner, the equivalent virtual array has four times the surface of a fully populated array with the same perimeter. This leads to an improvement in the resolution of a factor of two in each axis. Thus, the angular resolution is approximately expressed as [19]

$$\Delta \theta_{dB} \approx 50^\circ \frac{\lambda_0}{d2N} \approx 2.5^\circ$$

with $\lambda_0$ being the wavelength, $N$ the number of elements of an equivalent fully populated array with the same perimeter as our physical array and $d$ the distance between elements. The higher purple bars in the right of Fig. 2 are redundancy elements. Concerning the redundant elements, there are two important aspects that need to be considered. First, the redundant elements are simply discarded in the beam-forming and image generation algorithms of the processing unit, therefore not harming the reconstructed radar image. Second, in some fast-moving scenarios the switching time could be slower than the image changes. As a consequence of the redundancy, the same virtual element is calculated at two different times. This can be exploited in order to evaluate if the radar images are fitting the reality. Defining corresponding algorithms will be one important aspect of our future work. Regarding the empty row which appears in the center of Fig. 2, an interpolation of the data is performed, according to what has been previously described in [21].

![Fig. 2. Schematic representation of the MIMO antenna configuration with the physical array (left) showing the 24 TX antennas in blue, the 24 RX antennas in red and the resulting virtual array (right).](image-url)
In order to reduce the coupling between radiating elements and to increase the angular resolution, the distance between antennas was chosen greater than $\frac{\lambda}{2} = 9.7$ mm. Consequently, grating lobes appear. Since the desired Field Of View (FOV) is $\pm 25^\circ$, the system was optimized placing the elements with $d_y = d_x = 15$ mm of spacing. In such a manner, the grating lobes are outside the desired field of view and, based on simulations, an improvement of approximately 10 dB in the coupling is achieved, compared to a spacing of 9.7 mm.

Fig. 3 presents a calculation of the resultant antenna pattern. Subfigure A is dedicated to the antenna pattern of the virtual array in polar coordinates (dashed curve) with the maximum beam steering of $\theta_0 = 25^\circ$, single element in blue and the resultant multiplication. As the image shows, the grating lobe remains under $-12$ dB on the desired FOV. In subfigure B, the same curve is plotted in cartesian coordinates. Since the beam-forming is carried out at the digital signal processing side with a delay-and-sum beamformer algorithm, no phase shifters are needed.

A switch chain with a built-in gain of $G_{TX} = 19$ dB is responsible for the selection of the dedicated antenna at the proper time, according to the employed TDM scheme. The switches are Commercial Off The Shelf Components (COTS) with 1.6 dB insertion loss and 41 dB isolation, at 16.5 GHz [22]. The switching process is controlled by the firmware’s procedures of the digital system by means of setting a Complex Programmable Logic Device (CPLD).

**B. Transmitter**

The layer stack-up of the boards used in this paper is presented in Fig. 4. The RO4003 material is a high frequency suitable material from Rogers corporation with $h = 0.203$ mm, $\epsilon_r = 3.55$ and $\tan \delta = 0.0027$. The main function of the Flame Retardant (FR4) ($h = 1$ mm) is to give physical stability. The FR4 also allows to add extra metal layers for routing of Direct Current (DC) signals.
Fig. 5 illustrates the transmitter board and its circuit diagram. The switch chain is located in between the input connector and the antennas. A single path of the switch chain, shown on the right side of Fig. 5, which contains two amplifiers, an attenuator, four switches, an antenna and a 20 dB test coupler (only the first and last paths).

Test measurements of the board are performed with a network analyzer, which has 2 ports with its corresponding cables terminated with a K coaxial connector. A through-reflect-line calibration (TRL) is performed at the level of its cables. Fig. 6 shows S-Parameters from port IN to C1 and C12, which are the ports of the test coupler shown in Fig. 5. A K coaxial to Mini-coaxial transition is included in the measurements but it has a minor impact. A correction factor of 20 dB, due to the test coupler, is also applied. The gain of the board well fits the designed value of \( G_{TX} = 19 \) dB. A difference in amplitude smaller than 1.25 dB can be observed.

C. FMCW Signal Distribution (SD) Board

The FMCW SD board, illustrated in Fig. 7, provides a phase-coherent signal from a single input port to 16 output ports (14 for the RX and TX boards and 2 for testing purposes). The output ports are directly connected to the FMCW input ports of each RX and TX board. The FMCW SD board is fabricated with 4 stages of single resistor Wilkinson power splitters and two stages of commercial amplifiers. Fig. 7 shows a picture of the fabricated PCB and its corresponding schematic, on the upper part of the image.

The substrate described in Fig. 4 is also used for this board. The FMCW SD board is measured with a network analyzer. A TRL calibration is performed at the level of its cables. As it can be observed in Fig. 7, a transition from K to mini coaxial connector is needed at the input port. The effects of this transition are minor and are included in the measurements.

The transmission amplitude and phase of all 16 channels belonging to the FMCW SD board are depicted in Fig. 8 and Fig. 9, respectively. As shown in Fig. 8, a maximum difference of 0.5 dB in the amplitude is measured. Moreover, it can be seen from Fig. 9, subsection B, that a maximum difference of 13.3° in the phase is also measured. These differences are due to tolerance errors in the PCB fabrication process, its components tolerances and because of soldering inhomogeneities. Nevertheless, these differences do not affect the performance of the system since a digital processing post calibration is applied in order to overcome the small disparities.

D. Receiver

The substrate described in Fig. 4 is also used for the receiver. A picture of one of the fabricated boards is shown in Fig. 10, in which the key components such as the TSA elements, mixer, low-noise amplifier (LNA), FMCW signal path, anti-aliasing filter and equalizer are highlighted. As known from the classic FMCW theory [11], a sine carrier is swept across the radar bandwidth and the receiver downconverts the received signal by means of mixing with the transmit signal, coming from the FMCW signal path, so that
the signal runtime differences from different reflectors in the observed radar scenery translate into different intermediate frequencies (IF).

Over the whole frequency band of operation, the attenuation of the received signal is different, considering that the down-converted signals produced by more distant targets show lower amplitude and higher beat frequency. In order to compensate this, a passive equalizer is incorporated in the receiver design. A measurement setup is created in order to analyze the IF output performance of the RX board, as illustrated in Fig. 11. A signal generated from a vector signal generator with a frequency range from 16.51 GHz to 16.61 GHz is fed to a test horn antenna with 15 dB gain, which is placed at a range of 75 cm from the antennas on the RX board. The FMCW input on the RX board is excited with a continuous-wave (CW) signal at 16.5 GHz and the IF output ports are then connected to a spectrum analyzer. The results are shown in Fig. 12, which represents a screenshot taken directly from the spectrum analyzer. In this picture, the effects of the equalizer are clearly visible, as an attenuation on the amplitudes of the signal that starts stronger in the lower frequency range and whose effect is linearly decreasing, in order to compensate the higher losses in amplitude for higher frequencies. The low pass filtering effect (beyond 100 MHz at marker number 2 of Fig. 12) is instead caused by the anti-aliasing filter.

**E. Coupling Between Antennas**

The mutual coupling between antenna elements, in particular between TX and RX elements, is a well known and undesired effect of radar systems, especially for FMCW. When a signal is transmitted from a TX antenna, a part of the signal couples with an adjacent RX antenna and this may compromise the performance of the overall radar system. The maximum coupling between the antennas, with the chosen configuration for our system, is smaller than $C < -23$ dB in the frequency range of operation, as illustrated in Fig. 13. This undesired coupled power can saturate the mixer. In order to avoid this malfunction, the RF power at the mixer...
must be below $P_{dB_{MAX}} = 11$ dBm. Considering that the gain of the LNA is $G_{LNA} = 19$ dB and the losses in the line between the receiver antenna and the LNA are $L = 2.5$ dB, the maximum sustainable power at the receiver antenna would be $P_{RX_{MAX}} = -5.5$ dBm. Using the following equation

$$P_{TX_{OUT}} = P_{RX_{MAX}} + C$$ (2)

a maximum transmit power of $P_{TX_{OUT}} = 20.5$ dBm results. Fig. 14 shows the measured input power versus output power with compensated effects of the test coupler in the transmitter board. As a conclusion, the coupling does neither damage nor affect the performance of our system because even if a strong signal is sent to the input of the receiver, the amplifiers at the transmit board saturate and will always provide a signal with a power below $P_{TX_{OUT}} < 20.5$ dBm.

Fig. 14. Measured input power versus output power in the transmitter board. The measurement was performed from the input to the coupler C1 before the antenna. The effects of the coupler are compensated.

In the upper left part of Fig. 16, the complete configuration of the 24x24 MIMO radar demonstrator is illustrated. In this part of the image, it is possible to see the assembled RF front-end and the digital system unit. The lower part of the figure shows the antenna array front view with the radome protection, on the left, and without the radome protection, on the right. In this lower right part of the image, the stacked RX and TX panels configuration can be seen from a front view.

In order to achieve a compact and portable radar, a power unit and cooling system have been integrated into the system, as it can be seen from Fig. 15. The system operates with 24 V and a maximum current use of 5.6 A, therefore yielding a maximum power consumption of 134 W.

**IV. DIGITAL SYSTEM**

An overview of operation of the digital processing system is presented in the form of a block diagram in Fig. 1. Here, the main units of the digital system are illustrated: the FPGA boards, the ADC units, the PowerPC, the DDS and PLL unit and the offline system processing block. The purpose of the following paragraphs is to describe the digital system hardware and software architecture, its functionalities and the offline radar signal processing software on the laptop workstation for the 3D image reconstruction of the radar captures.

**A. Hardware Architecture**

As illustrated in Fig. 1, for the hardware realization of the digital signal processing part, three Virtex-5-SX95T [23] FPGA based cards are used. The cards are joined with FPGA Mezzanine Cards (FMC) FMC108 boards by 4DSP [24]. Each of the cards is equipped with an 8 channel ADS62P49 ADC that provides eight analog to digital 14 bit 250 Mega-Samples-Per-Second (MSPS) channels. The sampling clock for the...
ADCs is supplied externally, directly from the DDS and PLL board. A picture of the digital system is shown in Fig. 17. The available trigger input for customized sampling control is used. This is of high importance since the 24 channels from the 3 boards combined must be perfectly synchronized in order to achieve coherence and perform beam-forming on the received signals. The custom built operational firmware sets all 24 ADC cards to operate with a sampling clock of 204.8 MHz. Additionally, a Freescale MPC8640D [25] dual-core processor for overall data management and transfer is adopted.

The data sent from the HMI to the DDS consist of control parameters for the characteristics of the transmitted FMCW radar signals, such as the start and stop frequencies and the signal duration of 100 µs which is continuously swept across a 1 GHz radar bandwidth. The resulting waveform is an up-chirp signal, generated by a sine carrier which is continuously sweeping across a 1 GHz ultrasound frequency and a signal duration of 100 µs, respectively, with initial start and stop frequencies of 16 GHz and 17 GHz, respectively. The parameters for the characteristics of the transmitted FMCW radar signals are windowed through the use of a Hanning window in order to reduce the side lobes in both range and azimuth direction. Consequently, a total of 576 signals are read from the binary file into a 3D matrix of 24 x 24 x 32768 elements, into a 3D matrix of 24 x 24 x 32768 elements, the 32768 samples represent the transmitted chirp signals from transmit antenna at receive antenna of one board on the received signals and generates sampled signals of 32768 samples that are stored inside Random-Access Memory (RAM) blocks, internally to the FPGA. The FPGAs custom firmware is built in such a way that the signal generation is started and the first of the transmit antenna is selected. The up-chirp signal is continuously running and each up-chirp starts matched with a trigger signal.

The next step is the sampling of each received radar signal. The radar echo signal is processed in each receive chain simultaneously. Due to the the TDM architecture used, only one transmit antenna element is active at each time. Therefore each receiver can separate all signals transmitted by the different antennas. The sampling is performed by the 8 ADCs of one board on the received signals and generates sampled signals of 32768 samples that are stored inside Random-Access Memory (RAM) blocks, internally to the FPGA. The FPGAs custom firmware is built in such a way that the signal generation is initiated on the rising edge of an up-chirp signal and therefore, is synchronized across the 8 ADCs. Moreover, synchronization is preserved also across FPGAs through a master-slave configuration where an FPGA is selected to be the master and receives the external reference clock provided by the DDS and PLL unit and routes it, together with the trigger signal, to the other FPGAs. The firmware process ends after activating all transmit antennas and capturing the radar signals on all receive paths.

The received samples are then fed through the PCIe interface to a MPC8640D unit that processes the data from the FPGAs and creates a binary file which contains the raw data matrix i.e., the combination of 24 transmit signals by 24 receivers by 32768 samples of 14 bit each. The raw data matrix file is then transferred automatically via Ethernet to the radar processing system realized under MATLAB™.

C. Radar Digital Signal Processing

A total of 576 signals are read from the binary file into MATLAB™, into a 3D matrix of 24 x 24 x 32768 elements, corresponding to the number of transmit antennas, the number of receive antennas and the total number of samples per signals, respectively. For each subset of transmit and receive elements \((T_n, R_m)\), the 32768 samples represent the transmitted chirp signals from transmit antenna \(T_n\) and received at receive antenna \(R_m\). However, of all the 32768 samples acquired, only 20480 samples are of interest. The number of samples for one chirp is given by the chirp duration in time, \(t_{chirp} = 100 \mu s\), multiplied by the sampling frequency, \(f_s = 204.8 \text{ MHz}\). Thus, in a first step, a filtering operation is conducted in order to extract only the information of one chirp signal. The result is a matrix which is now reduced to 24 x 24 x 20480 samples. Subsequently, the 576 signals are windowed through the use of a Hanning window in order to reduce the side lobes in both range and azimuth direction [20], Hilbert transformed and down converted to baseband.
The outcome is a 3D matrix of 576 windowed and complex-valued signals.

D. Calibration

Considering that certain elements of the matrix show different time delays, due to intolerances and different path lengths of the cables in the system, a calibration was performed in order to reduce the influence of systematic measurement errors on the image reconstruction. Therefore, the first step of the calibration consists in the correction of these constant phase offsets. The corrections are applied to a subset of complex signals of the matrix by means of a multiplication for a complex exponential containing the time correction.

The second step is the creation of a calibration matrix. In order to generate this, a real data measurement of a simple test scenario with one corner reflector at 37 m and at 0° of both azimuth and elevation, is multiplied for the conjugate of the same scenario, simulated idealistically in the MATLAB environment. The resulting calibration matrix is then used, by means of multiplication, with all new radar measurements in order to correct the systematic measurement errors from hardware.

Regarding the sensitivity of the radar to external factors throughout different radar captures, as long as the receiver channels change approximately equally through time, i.e. they are almost equally affected by temperature changes, no recalibration is necessary, considering also that our performed tests have shown that the calibration measure taken is still valid after months of radar operation.

The result is a calibrated 3D matrix where each signal phase is perfectly linear and represents the input for the digital beam-forming algorithm [3]. The complete MIMO matrix can be seen as

\[ M_{IF} = [M_{IF}[1], M_{IF}[2], ..., M_{IF}[N_{virtual}]] \]

which is a \(N \times N_{virtual}\) matrix whose columns \(M_{IF}[i]\) with \((i = 1, ..., N_{virtual})\) are the complex time domain chirp signals with \(N\) sampled points of each virtual element and \(N_{virtual} = N_{TX} \cdot N_{RX}\) represents the size of the virtual array, a multiplication of the number of transmit elements by the number of receive elements. The Cartesian position of the virtual elements is obtained by convolution of the real TX and RX antenna elements, as previously shown in Fig. 2.

E. Image Reconstruction

The image processing technique chosen for the proposed radar system is a combination of two core functions. The first one is a Fast Fourier Transform (FFT) in frequency direction in order to determine the range profile of the object, which is contained in the channel impulse response. The second one is a delay-and-sum beam-former function system for azimuth and elevation processing which is used to reconstruct the scene imaged by the MIMO radar sensor [21],[27]. The image processing function operates on the 3D calibrated matrix given in (3) and starts with calculating the range compressed data matrix \(\tilde{M}_{IF}\) by means of an FFT transform in time direction.

As an example, the result of the FFT operation on one of the received signals of the virtual array is presented in Fig. 18, where a distinguishable peak can be seen at 60 m. The position of the peak is the same for the two targets, which are the two corner reflectors at the same distance, in the radar test field used and shown in Fig. 20. Other peaks are visible in this image, which represent surrounding objects, such as metal gates which were present in the background of the scene of radar capturing.

The following step is the application of a delay and sum beam-forming algorithm that compensates the phase shift of each virtual element belonging to the virtual array, according to a weighting vector

\[ w(\theta, \phi) = \left[ e^{j2\pi \frac{M}{c} x_v(1) \sin(\theta) \cos(\phi) + y_v(1) \sin(\theta) \sin(\phi)}, \right. \]
\[ e^{j2\pi \frac{M}{c} x_v(2) \sin(\theta) \cos(\phi) + y_v(2) \sin(\theta) \sin(\phi)}, \]
\[ \left. e^{j2\pi \frac{M}{c} x_v(N_{virtual}) \sin(\theta) \cos(\phi) + y_v(N_{virtual}) \sin(\theta) \sin(\phi)} \right] \]

where \(x_v\) and \(y_v\) are the positions of the virtual elements in the \(x\) and \(y\) axis, respectively, and \(\theta\) and \(\phi\) denote the angle of arrival of a given point target in azimuth and elevation, respectively. Therefore, the beam-forming operation can be seen in a vector notation as

\[ \tilde{m}(\theta, \phi) = \tilde{M}_{IF} w(\theta, \phi) \]

which represents the image of the signal received from angles \(\theta\) (azimuth) and \(\phi\) (elevation), giving a full 3D representation of the scenario. The angles are expressed with respect to the bore-sight of the radar, for which \(\theta = 0^\circ\) and \(\phi = 0^\circ\).

F. Timings Considerations

The TDM technique used in this radar demonstrator, consisting in the switching between the transmit antenna elements in a round-robin fashion, with only one active at a time starting...
with TX1 and ending with TX24, is illustrated in Fig. 19. In this image, a complete FMCW MIMO cycle is represented from transmission to image generation. As it can be seen from the image, the frequency modulated chirp signals have a duration of 100 µs, a physical switching time of around 10 ms and are sent sequentially with a delay of 20 µs. The received chirp signals at the RX array are then processed in parallel by means of multiplication with the transmitted chirp replica, before reaching the ADCs. The timing schedule for a complete MIMO cycle is, therefore, around 2.9 ms. Additionally, the time to process and transfer the 576 signals inside the digital unit and the radar image processing time itself need to be considered, which are around 8 s and 3 s, respectively for our current configuration. Consequently, as it can be understood, the main bottleneck of the system is the transferring of raw data through Ethernet to the processing system and the time for a single radar capturing and image reconstruction is in total around 11 s. Moreover, in order to speed up the radar image processing time, it is possible to specifically select the number of signals. For example, only 1 TX element and a row of 12 RX elements can be chosen, thus providing the ability to reconstruct the angles in only the azimuth axis, but decreasing the transferring and processing time.

As noted and expected, incoming reflections will have modulation from the previous modulation cycle. This imposes a range limit. Considering the timings until transmission of the next chirp, the formula for the two-way propagation delay from the radar to the target and back, sets a maximum range limit of [19]

$$r_u = \frac{t_{chirp}}{2} c = 18 \text{ km}$$

where $t_{chirp}$ represents the time duration from transmission of one chirp to the next. This value, called maximum unambiguous range, results from the remaining necessarily overlap of the transmission signal with the echo signal, to get enough time to measure a different frequency. Thus, there is always a sufficient time that allows the signals to be uncorrelated for the type of applications aimed with this system, ranging up to only several hundred meters.

---

**V. System Performance and Results**

To demonstrate the radar performance and its capabilities in generating a 3D image in multi-target scenarios, two radar test fields are set up with the use of corner reflectors. Only stationary radar scenarios have been investigated so far. The first test field, used for measuring the range and angular separation capabilities of the demonstrator, is shown in Fig. 20. In this test setup, in order to carry out the free space measurements with the FMCW MIMO radar demonstrator, two corner reflectors at a range of 60 m with nominal radar cross section (RCS) of 36 m² are placed in front of the radar at a slightly different orientation leading to differences in the measured RCS and different radial and lateral spacings.
The people shown behind the reflectors serve the purpose of representing the size of the image compared to the scenario. Each of the images is generated with 24 up-chirp signals ranging from 16 GHz to 17 GHz and with a duration of 100 µs. For easier understanding of the performance parameters, slices of the 3D images are presented in the following chapters, in the form of 2D images. The range-azimuth and range-elevation 2D section views are obtained by slicing the 3D image at $\phi = 0^\circ$ and $\theta = 0^\circ$, respectively.

A. Range, Azimuth and Elevation Estimation

A 2D radar image, cut in the azimuth plane, of the complete 3D image produced by the image reconstruction algorithm described in the previous section is shown in Fig. 21. In this example, the reflectors are placed within the same range cell at a distance of 60 m and at an angular distance of $4^\circ$ (about 8 m lateral separation). It is possible to identify the two corner reflectors, together with additional reflections coming from two metal gates that were on the left at around 170 m distance from the radar, as shown in Fig. 20 and as it can also be seen from the FFT result presented in Fig. 18. The zoom into the targets in this image, makes it easier to clearly identify and separate the 2 corner reflectors at 60 m range. The amplitude of the target on the right is 6 dB lower due to a non identical alignment of the used corner reflectors.

A 2D radar image, cut instead in the elevation plane, of the complete 3D image, is depicted in Fig. 22. In this image, the two corner reflectors can again clearly be seen. Considering that they are placed at the same elevation of $0^\circ$ and at the same range, they can’t be separated in this view. An important aspect to understand from this view are the clutter effects that can be seen as a line that starts from 0 m up to almost 60 m in range, which is ground clutter produced as reflected signals from the terrain. Since the radar is facing the two corner reflectors directly, but is positioned at an elevated position with respect to the terrain’s level where the two corner reflectors are standing, clutter components starting from negative degree values of elevation are perfectly matching. The ground clutter eventually meets the elevation of the reflectors at around 60 m, as expected.

Fig. 23. Range-Azimuth section view of the 3D radar image capture, with DBF and MIMO processing, with the two corner reflectors placed at the same azimuth angle of around $0^\circ$ and 1.5 m apart.

Fig. 24. Range-Azimuth section view of the 3D radar image capture, with DBF and MIMO processing, with the two corner reflectors placed at the same azimuth angle of around $0^\circ$ and 0.5 m apart.

Fig. 25. FFT view of the 3D radar image capture, cut across ranges, with DBF and MIMO processing, with the two corner reflectors placed at the same azimuth angle of around $0^\circ$ and 0.5 m apart.
B. Range Separation Capability

The achievable range resolution of a radar system depends mostly on the total bandwidth covered by the transmitted chirp signal. It is expressed as

$$\Delta r = \frac{c_0}{2B}$$  \hspace{1cm} (7)

with $c_0$ being the speed of light and $B$ the signal bandwidth. Considering a bandwidth of 1 GHz, equation (7) translates into $\Delta r = 15 \text{ cm}$. However, because of non linearities in the generated chirp signals, truncation and range windowing, the effective range resolution is different. Considering that the measured bandwidth is $B_{eff} = 830 \text{ MHz}$ and that the Hanning window [20] entails a reduction of resolution by a factor of 1.5, the effective range resolution is $\Delta r = 27 \text{ cm}$.

For the experimental determination of the range resolution, the corner reflectors are placed at an identical azimuth angle. Fig. 23 shows the results of a radar scenario with two targets at a radial distance of 1.5 m. Differently from the previously conducted measurement, by correctly orienting the corner cubes, their RCS has now been adjusted to be almost the same, even though some slight disparities are still to be expected due to fabrication processes of the corner cubes itself. Further reducing the radial distance to 0.5 m, gives instead the results shown in Fig. 24. Even though an expansion can be seen in the targets in the image caused by the applied Hanning window, the targets can still be considered uniquely identifiable. This is highlighted in Fig. 25, which depicts the FFT view of the 3D radar image, cut across the ranges and shows two distinctive peaks. This represents the closest tested distance that can be reached, in order to uniquely identify the targets. The linearity of the chirp signals is minimally affected by the frequency response of the RF front-end boards. This leads to a difference between the theoretical and measured range resolution of 1.48 %. Nevertheless, the achieved resolution is high enough for the intended application of the radar demonstrator, i.e. the surveillance of wide-zone scenarios.

C. Angular Separation Capability

The angular separation capability, previously described in Fig. 3 and equation (1), is now examined within a range cell, in the same scenario used in subchapter V-B, with two corner reflectors correctly oriented with same nominal radar cross section of $36 \text{ m}^2$. However, now the targets are at a distance of 37 m. The system’s ability to resolve multiple target scenarios is mainly determined by the width of the main lobe of the antenna, after DBF. As a result, the limiting factor for the angle separation capability is solely based on the width of...
the shaped lobes and the angular resolution is approximately expressed as in equation (1). Although interpolation of the missing data is performed in order to address the missing data of the empty row of the virtual array illustrated in Fig. 3, which improves the overall resolution, differences between the measured angular resolution and the one given by equation (1) are expected to arise. This is due to the fact that the equation is an approximation based on a limited number of antenna elements and, additionally, weighting of antenna elements by means of classical windowing functions like the ones used in this algorithm, allows for better side lobe suppression, but at the expense of a slightly reduced angular resolution [20].

The processing of the collected data is carried out in two different ways. First, through conventional DBF by using only 1 transmit element and no virtual array with a Multiple-Input-Single-Output (MISO) approach and second, by using a MIMO processing approach. To determine the resolution limit, both reflectors are laterally moved toward each other, until the separation of the targets is no longer possible.

In Fig. 26 the conventional processing is used. As depicted in this figure, only a single target can clearly be seen in the middle of the detection area of the sensor. A corresponding range cut gives the graph shown in Fig. 27. Only one half-width main lobe is clearly visible, of 5.9°, which well matches the theoretical value determined by equation (1) of 5.79°. Therefore, since the beam-width is greater than the angular distance of the targets, a separation of the targets is no longer possible.

In Fig. 26 the conventional processing is used. As depicted in this figure, only a single target can clearly be seen in the middle of the detection area of the sensor. A corresponding range cut gives the graph shown in Fig. 27. Only one half-width main lobe is clearly visible, of 5.9°, which well matches the theoretical value determined by equation (1) of 5.79°. Therefore, since the beam-width is greater than the angular distance of the targets, a separation of the targets is not possible without MIMO processing.

Subsequently, the processing based on the MIMO virtual aperture is applied. The new calculated beam-width now translates into 2.89°. As previously mentioned, compared to the theoretical equation (1), this value is expected to be slightly different and in this case it is 0.39° higher. The results of the processing are shown in Fig. 28. It can now be seen, with a closer look as shown in Fig. 29, that the two close targets become more uniquely identifiable. Both targets are clearly visible at a distance of approximately 4°.

Finally, in order to verify the results on the angular resolution from the field measurements, a further examination has been made inside an anechoic chamber, as it can be seen from Fig. 30. The target used in this case, is a corner reflector with a nominal radar cross section of 36 m², that has been placed at an azimuth of θ = 0° and a range of 24.5 m. An angular section view, cut from the 3D radar image at φ = 0° and a range of 24.5 m, is shown in Fig. 31, subsection A. The angular resolution, calculated with MIMO processing, is taken as the 3 dB beam-width of the main lobe of the target. In this ideal scenario it becomes 2.7°, as shown in Fig. 31, subsection B. This value differs now only of 0.2° from the one given in equation (1), confirming an influence from the interpolation, the windowing and the fact that the equation is just an approximation.

### D. Maximum Range

In order to measure the maximum range at which our radar demonstrator can identify a target, a corner reflector with nominal radar cross section of 36 m² has been used and placed in an open field test scenario, at a distance of 315 m. As previously described and shown in Fig. 14, the transmit output power and the antenna gain of the radar are close to 20 dBm and 7 dB, respectively. A radar image, cut in the azimuth plane, of the complete 3D image is shown in Fig. 32. A zoom into the picture, shows that the target is clearly visible at a distance...
of 315 m, thus determining the maximum tested range of the radar system.

VI. STATE OF THE ART COMPARISON

A comparative research has been performed on the demonstrator structure and performance of other imaging radars already published. The results are presented in Table I.

To the best of our knowledge, there is currently only one device capable of generating a 3D image out of a 2D MIMO array configuration, described in [5]. Because of insufficient data presented in the papers analyzed regarding the target’s RCS, it is difficult to extract a correct range information. Therefore, the devices are analyzed according to their ability to operate in short and medium range applications. From the first column of the table, it can be seen that it is intended for short range capturing, as observed from the high range and angular resolution but limited maximum range of the device of 1.5 m. Furthermore, limited by its large size, it is not portable.

The high performance of the 3D imaging proposed in this work, instead, can be seen in the last column of the table. This demonstrator is capable of operating in medium range radar scenarios, higher compared to the other 2D MIMO radar device analyzed in the table, nevertheless still maintaining a relatively high angular and range resolution of 2.9° and 0.5 m, respectively, thanks to its 1 GHz bandwidth. Moreover, a comparison study has been made considering the size of the devices. Considering medium sized portable devices, the radar demonstrator here proposed is the best in terms of resolutions. Additionally, the possibility of other devices of being modular and flexibly changeable in terms of MIMO array configuration has been investigated. The result is that there are currently no other 3D MIMO FMCW radar which have the capability of being modular.

VII. CONCLUSIONS

An innovative and successful implementation of a complete 3D imaging MIMO radar based on a 24x24 array architecture has been presented. The radar operates with a working frequency range between 16 GHz and 17 GHz and FMCW signals with 1GHz of bandwidth. The individual transmit signals are separated at the receiver using TDM and are digitally processed in hardware before applying the radar processing algorithms that generate the 3D radar images by means of digital beamforming techniques. A complete radar image can be generated in around 11 s, with the current configuration.

Furthermore, the demonstrator has been designed to be compact and portable by including its own power unit and cooling system. Since the radar system is intended to be flexible, a modular approach based on conventional low cost PCB is used for the transmit and receive boards. This modular approach is based on RF multilayer panels with integrated antennas, that are easily stackable in a sandwich configuration which grants the possibility to vary the number of antennas by removing or adding panels. This gives the ability to vary the angular resolution and the size of the radar.

In the proposed work, measurements of the components in both the TX and RX boards have been performed in order to ensure the proper operation of the system. Additionally, measurements of the coupling and its overall effect on system performance have been analyzed with satisfactory outcomes. Moreover, calibration, timing and performance analysis on the overall radar performance, especially regarding its separation capabilities for both, angle and range, have been carried out. Several resulting 2D profiles, proving the high resolution of the reconstructed images, have been presented. Based on the shown results, it can be seen that the full advantages brought by the use of a MIMO architecture have been achieved so far, which can be summarized as follows: reduced number of antenna elements and simpler RF distribution structure when compared to a conventional antenna array, compact design through high integration, in particular without complicated mechanics for beam steering and artificially enlarged aperture and thus, improved cross-resolution synthetic image generation.
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